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Foreword

Enterprises are under the impression that they’re on their way to
using artificial intelligence. They’ve set up a few machine learning
models and have had new algorithms work their way into previously
deployed Software as a Service applications. Inside the organization,
it feels like they’re checking all the right artificial intelligence (AI)
boxes.

But the true end goal of AI in the enterprise is something much
more sophisticated. Oliver Ratzesberger and Mohanbir Sawhney
expressed it succinctly in their book, The Sentient Enterprise, noting,
“Our objective is to position the enterprise in such a way that ana‐
lytic algorithms are navigating circumstances and making the bulk
of operational decisions without human help.”

With the exception of a few Bay Area tech giants, the industry hasn’t
experienced highly proficient natural-language processing, image-
based detection, or other skills that would enable this next genera‐
tion of AI to drive significant business outcomes instead of just
performing basic business tasks.

Imagine if AI platforms could identify and bring together data sour‐
ces and then explain to their human counterparts the “why” behind
the recommendations—something like AI for data engineering and
data science. Or, imagine if chatbots could interpret problems and
provide solutions using natural language that satisfy buyers more
quickly and more effectively than current call centers. Imagine if key
business functions were being driven by algorithms with the neces‐
sary autonomy to self-learn and change tactics at a level of speed
and accuracy that far surpasses any human or team of humans.
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These scenarios will one day be mainstream, but how are companies
going to get there?

One of the biggest challenges for AI in the enterprise is that each
company—even within the same industry—has unique problems.
So, for the most part, businesses today need custom AI solutions to
drive specific value.

However, the reality for most companies is that homegrown, custom
AI solutions aren’t feasible for a number of reasons. Not only is it an
expensive initiative to take on, but AI development also has a very
small talent pool, and it would be difficult to get that kind of brain
trust in one organization at an affordable, sustainable rate. The
information and opportunity for AI development, however, is out
there. To truly accelerate AI, companies should work with partners
that have created custom AI solutions before, enabling them to
share a vision for how AI will drive business outcomes.

AI is not going to be easy. There is no out-of-the-box AI solution
that will transform a company overnight. Instead, building a custom
AI solution will take persistent, coordinated effort and deep organi‐
zational change. These investments will be necessary not only to
develop AI capabilities; they will be necessary for companies to sur‐
vive.

This book is a thoughtful primer for digital transformation leaders
in large enterprises seeking to outpace their competition by embrac‐
ing the technological and organizational change that comes with AI.
In it, the authors review potential enterprise AI use cases and dis‐
cuss authentic case studies in which companies have realized value
from custom AI solutions. For those readers looking for a higher
level of engineering detail, the authors include a technical dive into a
deep learning solution implemented at Danske Bank.

You will gain insight into the very real challenges that organizations
will face as they make this difficult but necessary transition, and var‐
ious measures that you can implement to approach those challenges.
Finally, the book includes a look toward the next several years of AI
innovation to give a preview of what organizations can expect to see.

Ultimately, this book provides a practical roadmap for understand‐
ing how an enterprise can begin to approach using artificial intelli‐
gence to harness its most powerful asset: data.
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CHAPTER 1

Artificial Intelligence and Our
World

Recent advances in artificial intelligence (AI) have sparked increased
interest in what the technology can accomplish. It’s true that there’s
hype—as there often is with any breakthrough technology—but AI
is not just another fad. Computers have been evolving steadily from
machines that follow instructions to ones that can learn from expe‐
rience in the form of data. Lots and lots of it.

The accomplishments are already impressive and span a variety of
fields. Google DeepMind has been used to master the game of Go;
autonomous vehicles are detecting and reacting to pedestrians, road
signs, and lanes; and computer scientists at Stanford have created an
artificially intelligent diagnosis algorithm that is just as accurate as
dermatologists in identifying skin cancer. AI has even become com‐
monplace in consumer products and can be easily recognized in our
virtual assistants (e.g., Siri and Alexa) that understand and respond
to human language in real time.

These are just a few examples of how AI is affecting our world right
now. Many effects of AI are unknown, but one thing is becoming
clearer: the adoption of AI technology—or lack of it—is going to
define the future of the enterprise.
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A New Age of Computation
AI is transforming the analytical landscape, yet it has also been
around for decades in varying degrees of maturity. Modern AI, how‐
ever, refers to systems that behave with intelligence without being
explicitly programmed. These systems learn to identify and classify
input patterns, make and act on probabilistic predictions, and oper‐
ate without explicit rules or supervision. For example, online retail‐
ers are generating increasingly relevant product recommendations
by taking note of previous selections to determine similarities and
interests. The more users engage, the smarter the algorithm grows,
and the more targeted its recommendations become.

In most current implementations, AI relies on deep neural networks
(DNNs) as a critical part of the solution. These algorithms are at the
heart of today’s AI resurgence. DNNs allow more complex problems
to be tackled, and others to be solved with higher accuracy and less
cumbersome, manual fine tuning.

The AI Trinity: Data, Hardware, and
Algorithms
The story of AI can be told in three parts: the data deluge, improve‐
ments in hardware, and algorithmic breakthroughs (Figure 1-1).

Figure 1-1. Drivers of the AI Renaissance
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Exponential Growth of Data
There is no need to recite the statistics of the data explosion of the
past 10 years; that has been mainstream knowledge for some time.
Suffice it to say that the age of “big data” is one of the most well
understood and well documented drivers of the AI renaissance.

Before the current decade, algorithms had access to a limited
amount and restricted types of data, but this has changed. Now,
machine intelligence can learn from a growing number of informa‐
tion sources, accessing the essential data it needs to fuel and
improve its algorithms.

Computational Advances to Handle Big Data
Advanced system architectures, in-memory storage, and new AI-
specific chipsets in the form of graphics processing units (GPUs) are
now available, advances that overcome previous computational con‐
straints to advancing AI.

GPUs have been around in the gaming and computer-aided design
(CAD) world since 1999, when they were originally developed to
manipulate computer graphics and process images. They have
recently been applied to the field of AI when it was found that they
were a perfect fit for the large-scale matrix operations and linear
algebra that form the basis of deep learning. Although parallel com‐
puting has been around for decades, GPUs excel at parallelizing the
same instructions when applied to multiple data points.

NVIDIA has cemented itself as the leader in AI accelerated plat‐
forms, with a steady release of ever powerful GPUs, along with a
well executed vision for CUDA, an application programming inter‐
face (API) that makes it easier to program GPUs without the need
for advanced graphic programming skills. Leading cloud vendors
like Google, Amazon, and Microsoft have all introduced GPU hard‐
ware into their cloud offerings, making the hardware more accessi‐
ble.

Accessing and Developing Algorithms
Whereas AI software development tools once required large capital
investments, they are now relatively inexpensive or even free. The
most popular AI framework is TensorFlow, a software library for
machine learning originally developed by Google that has since been
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open sourced. As such, this world-class research is completely free
for anyone to download and use. Other popular open source frame‐
works include MXNET, PyTorch, Caffe, and CNTK.

Leading cloud vendors have packaged AI solutions that are deliv‐
ered through APIs, further increasing AI’s availability. For instance,
AWS has a service for image recognition and text-to-speech, and
Google has prediction APIs for services such as spam detection and
sentiment analysis.

Now that the technology is increasingly available with hardware to
support it and a growing body of practice, AI is spreading beyond
the world of academia and the digital giants. It is now on the cusp of
going mainstream in the enterprise.

What Is AI: Deep Versus Machine Learning
Before venturing further into talking about AI, it will be helpful to
discuss what is meant by the terms in this book.

The term artificial intelligence has many definitions. Of these, many
revolve around the concept of an algorithm that can improve itself,
or learn, based on data. This is, in fact, the biggest difference
between AI and other forms of software. AI technologies are ever
moving toward implicit programming, where computers learn on
their own, as opposed to explicit programming, where humans tell
computers what to do.

Several technologies have—at various points—been classified under
the AI umbrella, including statistics, machine learning, and deep
learning. Statistics and data mining have been present in the enter‐
prise for decades and need little introduction. They are helpful for
making simple business calculations (e.g., average revenue per user).
More advanced algorithms are also available, drawing on calculus
and probability theory to make predictions (e.g., sales forecasting or
detecting fraudulent transactions).

Machine learning makes predictions by using software to learn from
past experiences instead of following explicitly programmed
instructions. Machine learning is closely related to (and often over‐
laps with) statistics, given that both focus on prediction making and
use many of the same algorithms, such as logistic regression and
decision trees. The key difference is the ability of machine learning
models to learn, which means that more data equals better models.

4 | Chapter 1: Artificial Intelligence and Our World
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This book, however, focuses on deep learning, which is at the heart
of today’s AI resurgence as recent breakthroughs in the field have
fueled renewed interest in what AI can help enterprises achieve. In
fact, the terms AI and deep learning are used synonymously (for rea‐
sons we discuss in a moment). Let’s delve into that architecture.

What Is Deep Learning?
Building on the advances of machine learning, deep learning detects
patterns by using artificial neural networks that contain multiple
layers. The middle layers are known as hidden layers, and they
enable automatic feature extraction from the data—something that
was impossible with machine learning—with each successive layer
using the output from the previous layer as input. Figure 1-2 briefly
summarizes these advancesments over time.

The biggest advances in deep learning have been in the number of
layers and the complexity of the calculations a network can process.
Although early commercially available neural networks had only
between 5 and 10 layers, a state-of-the-art deep neural network can
handle significantly more, allowing the network to solve more com‐
plex problems and increase predictive accuracy. For example, Goo‐
gle’s speech recognition software improved from a 23% error rate in
2013 to a 4.9% error rate in 2017, largely by processing more hidden
layers.

What Is Deep Learning? | 5
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Figure 1-2. Evolution of AI
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Why It Matters
Because of its architecture, deep learning excels at dealing with high
degrees of complexity, forms, and volumes of data. It can under‐
stand, learn, predict, and adapt, autonomously improving itself over
time. It is so good at this that in some contexts, deep learning has
become synonymous with AI itself. This is how we will be using the
term here.

Here are some differentiators of deep learning:

• Deep learning models allow relationships between raw features
to be determined automatically, reducing the need for feature
engineering and data preprocessing. This is particularly true in
computer vision and natural language–related domains.

• Deep learning models tend to generalize more readily and are
more robust in the presence of noise. Put another way, deep
learning models can adapt to unique problems and are less
affected by messy or extraneous data.

• In many cases, deep learning delivers higher accuracy than
other techniques for problems, particularly those that involve
complex data fusion, when data from a variety of sources must
be used to address a problem from multiple angles.

In Chapter 2, we will examine how this technology is changing the
enterprise.

Why It Matters | 7





CHAPTER 2

More Than Games and Moonshots

Although it might be easy to dismiss artificial intelligence (AI) use
cases highlighted by the media as “moonshots” (e.g., curing cancer),
publicity stunts (e.g., beating the best human players at Go and
Jeopardy), too industry-specific (e.g., autonomous driving), or edge
use cases and point solutions (e.g., spam filtering), we can apply
deep learning to core strategic initiatives across many verticals. In
fact, AI has already begun to demonstrate its value in large enterpri‐
ses, even outside Silicon Valley and West Coast digital giants. For‐
tune 500 companies in industries like banking, transportation,
manufacturing, retail, and telecommunications have also begun to
take advantage of its power.

AI-First Strategy
In an AI-first strategy, AI operates at the core of a company, driving
its product and decision-making. In several industries, new chal‐
lengers are using this kind of strategy to successfully compete
against incumbents. One example is in the financial industry, with
companies like Citadel, Two Sigma, and Personal Capital maximiz‐
ing return and reducing risk by creating the best machine intelli‐
gence. And in the automotive industry, it’s now easy to envision a
day when people will decide to buy a new car based on its driving
software and not on its engine, body design, or other buying criteria.

Across all industries, the use of deep learning has the potential to
increase production, drive down cost, reduce waste, and improve
efficiency, as well as push innovation. And, as can be seen in indus‐
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try leaders like Google, Apple, and Amazon, machine intelligence
changes everything and becomes pervasive when an organization
pieces together how to use it.

Though we cannot predict its full impact, it’s clear that AI represents
profound change both in the short and long term, and it is a tech‐
nology that demands strategic focus and action.

Where Deep Learning Excels
Deep learning is not the best approach for every problem, and more
basic tools such as stats and machine learning aren’t going away any‐
time soon. But deep learning is extremely powerful when we have
access to plenty of training data, we have many dimensions or fea‐
tures of the data (which would require time-consuming feature
extraction in order to conduct machine learning), or we need to
process rich media such as images, video, and audio.

In the short term, the techology holds significant promise for deal‐
ing with problems like fraud detection, predictive maintenance, rec‐
ommendation engines, yield optimization, and churn reduction. In
these areas, it could produce order-of-magnitude improvements in
two ways:

In some cases, deep neural networks will yield better predictability over
current models even when using the same dataset

Later in the book, we discuss how deep learning models were
able to detect fraud much more predictably than machine learn‐
ing ones at Danske Bank, even using the same data as prior-
generation models.

Deep learning can allow the enterprise to analyze previously intracta‐
ble datasets

For example, companies could use images and audio files for
predictive maintenance, as in mining photos of a piston in an
engine to spot cracks and other imperfections before they
become more serious or using audio from wheel bearings in a
train to listen for anomalies that signal a potential derailment.

Let’s take a look at some use cases for which deep learning could
provide a significant advantage over current prediction methods.

10 | Chapter 2: More Than Games and Moonshots



Financial Crimes
Financial crimes cost institutions, consumers, and merchants bil‐
lions of dollars every year. In the past, fraud was more difficult to
perpetrate because banking was personal and channels for crime
were more constrained. The internet has changed that. Modern
banking is almost completely anonymous and occurs through many
avenues. This has enabled a new ecosystem of many kinds of fraud,
which are growing increasingly sophisticated and aggressive. Both
industries and governments face unprecedented threats from a vari‐
ety of actors, risking physical loss of money, intellectual property
theft, and damage to their reputations.

Financial institutions have long been using machine learning, data
mining, and statistics to mitigate risk, and these have certainly pro‐
vided value. Today’s risk landscape, however, demands new tools.

Though deep learning didn’t initiate real-time or cross-channel data
analysis, it is better at detecting more accurate patterns across all
data streams, in addition to its ability to analyze new types of data.
Because of this, AI can empower banks and other institutions with
insight that keeps up with the pace of modern fraud.

Manufacturing Performance Optimization
Currently, the manufacturing industry suffers from inefficiencies
due to “siloed” data and delayed communication of insights across
the supply chain, from the acquisition of raw goods through pro‐
duction and sales. Improving this efficiency represents a huge
opportunity for manufacturers.

Iterating on manufacturing processes is nothing new—it’s some‐
thing that has been done for decades. However, AI can permit itera‐
tions and adjustments to systems in minutes instead of months.

The increased predictive power of AI enables companies to proac‐
tively understand their needs and intelligently communicate them
across their different branches. This can have a huge impact on
every part of the business. According to data from General Electric,
smart manufacturing systems using AI can increase production
capacity up to 20% while lowering material consumption by 4%.

AI provides data to the business in real time, which can help opti‐
mize the supply chain, provide greater economies of scale, and bet‐
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ter manage factory and demand-side constraints. GE, for example,
saw finished goods buffers reduced to 30% or more by using a smart
manufacturing system.

There are many other manufacturing use cases for AI, such as intel‐
ligent pricing, ensuring regulatory compliance, improving eco-
sustainability, and finding new revenue streams. As the technology
develops, more use cases are sure to be discovered.

With its abundance of sensor data and systems that richly reward
increased efficiency, manufacturing is an industry poised to be revo‐
lutionized by machine intelligence.

Recommendation Engines
Whereas companies used to get to know their customers’ buying
habits and preferences through face-to-face interactions and rela‐
tionships built over time within the four walls of a store, they must
now infer this same data through online activity. This has made rec‐
ommendation engines essential for many businesses to compete in
the online marketplace. By helping customers discover items or
content quickly, recommenders increase satisfaction, expenditures,
and lifetime value.

Even though recommendation engines predate deep learning, their
effectiveness continues to grow for retailers who have made the
switch from legacy engines driven primarily by collaborative filter‐
ing to ones based on wide and deep learning. For example, Amazon
reported that an impressive 35% of sales are a result of their recom‐
mendation engine, and 75% of content watched on Netflix comes
from such algorithms.

We can use deep learning algorithms at several points for building a
recommender. They allow radical personalization, enabling each
person to see items particular to their interests and actions, thereby
solving the difficult problem of how to show one out of thousands
of customers the right product out of thousands of options.

Deep learning can also find unique connections across items that
might not be intuitive, such as showing other baby products when
someone is searching for children’s books, or showing a user novel
items, creating the feeling of serendipity. When done well, recom‐
menders essentially scale the record store clerk or the friendly sales
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associate, helping customers find both what they want and what
they didn’t know they wanted.

Yield Optimization
A manufacturer must consider many variables when determining
how much product to produce. These can include supplier, cus‐
tomer, and team requirements as well as equipment availability and
capacity. Unfortunately, factories often perform at less-than-optimal
rates due to imperfections and lag-time in communication between
devices and management. This includes data streams that are dis‐
connected from one another and variables that often change but
require manual processes to take their new values into account.

Manufacturers across industries like aerospace, high-tech, and
industrial equipment have been using AI to improve communica‐
tion across their devices and are seeing gains in yield, creating more
efficiency and using more of their production capacity.

Yield optimization presents a huge opportunity because even incre‐
mental changes in efficiency can create significant value. For exam‐
ple, leaders at Micron found that each 1% cumulative yield
improvement translated to $100 million in annual cost reduction.
They were then able to use AI with sensor data to determine the top
factors negatively affecting yield, ultimately leading to significant
financial and operational improvements.

Predictive Maintenance
According to Statista, predictive maintenance is one of the top-ten
most valuable use cases for AI, with the potential to generate $1.3
trillion by 2025. This makes sense, as unplanned downtime is
extremely expensive, costing manufacturers billions of dollars every
year. In the automotive industry alone, each minute of unplanned
downtime costs $22,000.

Predictive maintenance with AI is a key part of factory automation.
It helps reduce capital expenditure, extends the lifetime value of
equipment, and improves safety. With machine intelligence, manu‐
facturers can more efficiently integrate and analyze across all data
sources, improving the performance of maintenance, repair, and
overhaul (MRO), as illustrated in Figure 2-1. It also manufacturers
them greater insight into each component and part, allowing poten‐
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tial points of failure to be identified and repaired before they
become a problem.

Figure 2-1. Business outcomes enabled by Industrial IoT predictive
maintenance

Traditionally, manufacturers were predicting downtime by building
algorithms fed on data sources like maintenance records, parts
inventory, and warranties (small data), as well as big data like sensor
streams coming from a jet aircraft engine or an MRI machine. These
models functioned fairly well, and these algorithms were able to use
that data to make much more accurate predictions than models that
did not.
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Figure 2-2 illustrates how deep learning improves on that technol‐
ogy by enabling the use of new types of data like audio and video
that can be incorporated with traditional data sources to enhance
prediction capabilities. In essence, deep learning scales the task of
someone taking a look at hoses to check for cracks or listening for
strange sounds on the shop floor.

Figure 2-2. Deep learning augments traditional data sources and ana‐
lytic techniques
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We have not yet come close to tapping the full potential of deep
learning. We will discover more use cases as the technology contin‐
ues to develop and is implemented across all industries.

In Chapter 3, we discuss ways that enterprises are currently able to
consume AI and build deep learning capabilities.
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CHAPTER 3

Options and Trade-Offs for
Enterprises to Consume Artificial

Intelligence

In this chapter, we examine the options available to companies that
want to use artificial intelligence (AI) capabilities, which at this time
include the following:

• Purchasing Software as a Service (SaaS) solutions
• Using public cloud–based APIs
• Developing custom AI algorithms

SaaS Solutions: Quick but Limited
Perhaps the simplest option for deploying AI within your organiza‐
tion is by taking advantage of SaaS analytics. These are prepackaged,
turnkey solutions that are typically in the visual, assistive, or opera‐
tions space. AI is also being deployed as a feature within existing
SaaS offerings such as Customer Relationship Management (CRM)
applications.

One example is Everseen, a company that uses deep learning to
mine video footage of point-of-sale transactions to detect irregulari‐
ties. Affectiva operates similarly, deploying advanced video- and
audio-mining algorithms to detect emotional patterns. Salesforce
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Einstein uses AI models to improve on prior-generation models for
things like lead prioritization and personalization.

These platforms address real pain points and opportunities and, as
such, can certainly create value for organizations, with the broader
market for the platform reducing software development costs and
driving feature innovation. However, they do have their downsides.

SaaS solutions tend to be a commodity. By design, they have limited
configuration and are constricted to the data exposed to the applica‐
tion. Although that makes them easier, cheaper, and less risky to
plug in, they also tend to be disconnected from larger business pro‐
cesses.

Enterprises that deploy these solutions don’t need to bother with
creating complex algorithms, but this also means that they don’t
own any unique IP associated with the algorithm. As a point solu‐
tion available to a broad market, SaaS solutions do not create com‐
petitive advantage.

Cloud AI APIs
With AI APIs in the cloud, developers don’t need to understand AI
technology to benefit from powerful deep learning capabilities.
These APIs offer easy-to-use services such as computer vision,
speech, and language understanding. Training sets for these kinds of
algorithms are widely available, and the cloud vendors have the tal‐
ent and economies of scale to address these common use cases.

All of the leading cloud vendors (e.g., Microsoft, Amazon, and Goo‐
gle) now offer these kinds of API-based services. Like SaaS solu‐
tions, deploying cloud APIs requires no hardware installation and
minimal or no AI expertise. Their pay-as-you-go pricing model also
makes them relatively low risk.

However, they are trained on publicly available data, not on an
enterprise’s specific datasets. For instance, a vision API can easily
spot a wide range of features in a picture, like wedding dresses, mus‐
taches, celebrities, cats, or swimming pools, but it would be incapa‐
ble of detecting information that is uniquely valuable to your
company, such as hairline cracks in a jet engine component your
company produces or operates. So, although cloud AI APIs are val‐
uable in performing common use cases informed by public data,
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they are not equipped to address insights unique to enterprises such
as customer intimacy, operational efficiencies, and risk mitigation.

That said, the reality for large enterprises is that developers will use
AI APIs in conjunction with tailored and unique enterprise data and
algorithms. For example, a developer could use a voice-recognition
API to translate spoken words from a customer care call into text
and then combine that outside the cloud API model with other data
and analytics unique to their enterprise to achieve improved accu‐
racy in churn models.

Building Custom AI Algorithms
The third option for enterprises to consume AI is creating custom
algorithms using frameworks, which would allow organizations
more flexibility and agility in utilizing AI. A variety of options are
available, including popular open source frameworks like Tensor‐
Flow, Keras, and PyTorch, and propriety options like Watson. These
frameworks are fairly mature with a high potential for insight.

The development of a custom AI solution allows you to use all of the
data within your enterprise and fully integrate it within your pro‐
cesses, tailoring the solution to your unique problems. Talented data
scientists have access to many taxonomies, providing opportunities
to produce greater predictive outcomes when compared to prebuilt
solutions or competitors’ algorithms.

Designing and training deep learning algorithms on enterprise-
specific data is the only way companies can create true competitive
advantage with AI. It is this type of AI that we will see grow more
and more prevalent over the next several years as organizations
begin implementing it and seeing its benefits. Its impact can be
transformative, allowing you to build new lines of business and radi‐
cally increase efficiency. In contrast to the other options, however,
developing custom AI algorithms requires significant AI expertise,
and presents many challenges to deploy or operationalize at scale.
Figure 3-1 summarizes the advantages and disadvantages of the
three solutions presented in this chapter.
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Figure 3-1. Options for enterprise consumption of AI

In Chapter 4, we examine these challenges in detail.
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CHAPTER 4

Challenges to Delivering Value
from Custom AI Development and

Engineering Countermeasures

Deep learning can have a profound impact on the enterprise, but
developing and implementing it is not easy, and organizations will
face unique challenges that are unlike those that accompany the
adoption of other technologies.

Despite amazing breakthroughs in artificial intelligence (AI) soft‐
ware and hardware, organizations must confront the poor intero‐
perability of open source software components and the need to
optimize highly specialized hardware, not to mention the challenge
of first accessing and then harnessing both high-value and high-
velocity data, working across multiple cloud environments, and
doing all of this at scale. Further, deep learning methods are a radi‐
cal departure from traditional statistical and machine learning tech‐
niques. As such, they can challenge even advanced data-driven
organizations.

In terms of operationalizing, most organizations struggle in the
transition from insight to action because of analytical systems that
are incapable of reliably serving millions of decisions at the speed of
real-time business. Many will also underestimate or discount the
governance and risk management aspects of developing AI solu‐
tions, elements that must be considered for a successful strategy.
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Figure 4-1 summarizes the barriers to AI adoption discussed in this
chapter. We will also address some approaches that we can take to
address them.

Figure 4-1. Five pillars of enterprise considerations for AI initiatives

Strategy
AI capabilities are not just about data and models. As a cross-
functional technology, we will need to implement and socialize AI
across the organization, an effort that will require coordination with
many areas like legal, line-of-business, security, and compliance and
regulation. Though developing an AI solution will be a significant
technological challenge, its successful operationalization will ulti‐
mately be a human one requiring skillful change management and a
deep understanding of your organization’s operational processes.

One of the most crucial steps of a successful AI initiative is achiev‐
ing executive buy-in and support. Here, organizations can
encounter a variety of difficulties. The great deal of hype surround‐
ing AI can lead to inflated expectations of what can be achieved,
sabotaging a program’s success. Even when it isn’t overhyped, the
value that AI can bring to an enterprise can be poorly understood,
leading to overt skepticism and inaction. In addition, you might
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need to confront indifference, open resistance to change, or the ten‐
dency for the organization to focus on short-term emergencies
instead of long-term change. Furthermore, even though it will be
necessary to express the AI solution in terms of its business value, it
can be difficult to communicate its potential and path to production
accurately across different kinds of stakeholders in your organiza‐
tion. The resulting lack of a shared AI vision can make it difficult to
execute anything beyond an AI science experiment or point solu‐
tion.

Executive education—at an appropriate level of complexity—will be
key to set those expectations and determine the right solution to
build. A shared AI vision comes from gaining a mutual understand‐
ing across key stakeholders of a series of achievable AI applications
that are aligned to the strategic goals of the enterprise. Peer bench‐
marking and collaboration with experienced partners are particu‐
larly helpful in uncovering applications that are currently
achievable.

AI is advancing rapidly. As such, your strategy should not only con‐
template business outcomes, but also ensure that the decisions that
are made lead to a robust and future-proof platform. A good start‐
ing place is to conduct an independent review of your current capa‐
bilities, identify the most important gaps, and develop a high-level
roadmap to address them.

To spark and sustain strategic momentum, it is highly recom‐
mended to demonstrate proof of value with AI using an Agile, itera‐
tive process to find new, actionable insights in your data. This
incremental approach will give stakeholders the chance to experi‐
ence the AI solution’s power and become its advocates as the tech‐
nology proves its value.

Technology
Working with deep learning means working with open source code,
and although there’s no doubt that AI owes much of its advance‐
ment to open source software, there are some drawbacks.

Much of the cutting-edge research and code is academic grade and
must be retooled before being used in the enterprise. The field is still
relatively immature, and the code lacks many of the features that
enterprises demand (e.g., security and usability).
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The fragmentation and lack of interoperability between components
can be difficult to navigate, especially because of significant gaps in
support. Many vendors have taken a lock-in model, offering support
only to those running code in their respective clouds. This is at odds
with the hybrid model of cloud and on-premises computing that
most enterprises prefer.

Deep learning also requires specialized hardware, and any data sci‐
ence team working with it must know how to manage and share a
cluster of graphics processing units (GPUs). Working within these
GPU compute frameworks can be challenging because their archi‐
tectures are much different from those that are CPU-only. Signifi‐
cant engineering is required to optimize the software to ensure
efficient parallelism, manageability, reliability, and portability. And
because not all learning will occur solely in GPU architectures, they
must also integrate with the rest of the analytical ecosystem.

Operations
Whereas many companies are comfortable with analytics in batch
processing, deploying neural nets at scale is a completely different
type of data analysis. Many companies lack the infrastructure
required to use their data in a way that can service fully scaled and
productionized deep learning models. In fact, this was cited as one
of the top barriers to AI in the enterprise according to a 2017 survey
of 260 IT and business decision-makers at a VP level or higher from
organizations with a global revenue of more than $50 million per
year. Almost all respondents (91%) expect to see barriers to AI reali‐
zation when trying to implement it across their business. Figure 4-2
summarizes these anticipated barriers with lack of IT infrastructure
and access to talent leading the challenges.

Building modern capabilities on top of or alongside legacy systems
can be difficult, expensive, and tedious. It can present challenges like
maintaining service-level agreements (SLAs) while moving data in
and out of a mainframe and through a GPU or integrating data from
customer relationship management (CRM), enterprise resource
planning (ERP), or other enterprise software. Depending on the
industry, there could be additional challenges such as lack of intero‐
perability between diverse sets of equipment, each with its own pro‐
prietary control system and data interchange standard.
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Figure 4-2. Barriers to enterprise AI realization
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After you complete the tricky work of scaling the models over multi‐
ple servers, datacenters, and GPUs, they must also be managed,
monitored, and automatically retrained.

AnalyticOps
Training models that work well in the lab can—in some ways—bear
little resemblance to a production environment where they are
relied on to make decisions. To maintain, manage, and monitor
them, you will need to develop a culture and capability of Analyti‐
cOps.

AnalyticOps is a system of best practices that has risen as a response
to the demands of supporting automated decision-making. It applies
the principles of DevOps and IT operations to data science so that
companies can better manage their analytics resources and projects.

AnalyticOps provides a fixed framework for operationalizing mod‐
els, helping automate your processes to ensure that you don’t have
more work in progress than you need, that you’re monitoring the
work you do have, and that people are adhering to your processes.

It helps organizations to be smart about their data science resources,
putting applied analytics in the hands of IT operations so that data
scientists need to be called in only when something unusual hap‐
pens. Though creating AnalyticOps might seem like overkill at the
start of an AI project, it will be essential for scaling it.

Model Transparency
Model interpretability is another key challenge because deep learn‐
ing techniques make it more difficult to explain how the model
arrived at a conclusion—the information they use to make decisions
is hidden away, quite literally in hidden layers. Whereas the
machines’ output might occasionally seem self-explanatory, such as
when algorithms correctly identify images, in other cases it might be
completely opaque.

The ability to explain these models is often an imperative, however,
especially in cases for which laws prevent decisions based on data
that can be considered discriminatory (e.g., approving or denying a
loan) or cases that involve significant exposure to litigation (e.g.,
medical diagnosis).
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For example, financial institutions in Europe must remain in com‐
pliance with the EU’s recently enacted General Data Protection Reg‐
ulation (GDPR), which levies heavy financial penalties on
companies that cannot explain how a customer’s data was used. In
this case, it is not possible—nor is it legal—to tell a customer that
their financial transaction was declined simply because the model
said so. Even aside from regulation, leaders often need to know the
factors that went into a model’s decision in order to trust it.

Though the problem of model interoperability is far from solved,
enterprises are using several approaches to address it. One approach
uses a method called Local Interpretable Model-Agnostic Explana‐
tions (LIME), an open source body of research produced at the Uni‐
versity of Washington. LIME sheds light on the specific variables
that triggered the algorithm at the point of its decision and produces
that information in a human-readable way. In the case of fraud,
knowing this information can provide security from a regulatory
standpoint as well as help the business understand how and why
fraud is happening.

The Move to Autonomous Decisions
After the models are built, making AI decisions operational at scale
is one of the most significant challenges that companies will face as
they adopt deep learning. AI is not like plugging in another app, and
it is unlike current forecasting models, in which a report is delivered
to a human who then makes a decision. Even for cases in which
decisions are currently algorithmically driven, it is a daunting leap
between trusting static models and trusting those that learn. This is
automated decision-making, and it is different. It can disrupt your
enterprise’s processes and mean that you need to entirely rethink
ones that were designed pre-AI. New types of cognitive platforms
driven by voice, perception, natural language, and so on will espe‐
cially require reimagining how humans interact with machines.

Many organizations will struggle here because of analytical systems
that are disconnected from the front line where second-to-second
decisions will be made, or because they rely on manual processes
that can’t keep up with the rapid pace of deep learning capabilities.

Using a model’s decision not only touches on explainability and
transparency, but also consent, policy, ethics, and security; elements
that can make or break the success of an AI solution in an enterprise
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setting. And, ultimately, the limiting factor of applying these
advanced techniques will not be technology considerations—it will
be managing the risk associated with pushing a high level of com‐
plexity into an operational context.

Just as enterprise risk management currently touches every part of
the business, AI risk management and governance will need to
incorporate perspectives from across the entire organization to sup‐
port its adoption. Ultimately, it will be the coordination of these
efforts that will build consensus and enable the transformation to a
data-driven, analytics-based culture.

Operationalizing an AI solution is not just a question of building a
machine that makes the right decision most of the time. It’s a ques‐
tion of how to build it with a level of sophistication that enables it to
produce a decision based on a blend of considerations, describe the
reasons and evidence for its decisions, remain compliant with all rel‐
evant policies and regulations, and do this all fast enough to be use‐
ful in real time and at an extremely high degree of accuracy.

Because they are crucial to the project’s ultimate success, operation‐
alization concerns must be kept at the forefront of the project from
the beginning. Leaving them for later risks seeing the project wither.

Executive buy-in and a commitment to redesigning core processes
will be crucial to see success and work through some of the larger
organizational changes. At the same time, building transparency and
trust into your models from the beginning will help facilitate their
adoption, enabling humans to move forward and act on model deci‐
sions.

Data
Deep learning requires the ability to fuse data from multiple sources
of transactions, interactions, and rich media. Deep learning models
are particularly adept at finding patterns and correlations across
multiple heterogeneous subject areas. As an example, predicting
failure of a complex industrial asset has the greatest chance of being
accurate when diverse subject areas such as maintenance records,
operational usage data, master data, and sensor readings are all fac‐
tored in. As deep learning algorithms become mission critical to
ongoing business operations, the data foundation must be resilient
and hardened, facilitating efficient analytic operations.
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However, enterprises are at different levels of maturity in being able
to connect the dots across their internal and external data sources.
Even for the most advanced organizations, deep learning often
requires revisiting data management principles, particularly with
respect to labeling, in order to properly train new supervised and
unsupervised deep learning models.

In fact, 80% to 90% of the total work of a machine intelligence
project will be in the data preprocessing—getting access to and
cleaning the datasets and setting up data pipelines. This work should
not be underestimated and can come with a truly staggering number
of potential problems of different varieties.

Some organizations will struggle with even getting access to the
high-value structured and unstructured data on which the deep
learning project depends. The data itself might be mislabeled or
unlabeled—a problem that is especially tricky for unstructured envi‐
ronments. You might also have data that is missing. Or, you might
find that your data is imbalanced or that you can’t get different fea‐
tures available for analysis in real time.

This is just a sample of the nefarious, subtle, and downright mad‐
dening issues that you can confront in data preprocessing. Data
snags can persist after processing, as well—one of the most over‐
looked problems is training your model on data that does not look
like the data that will be used in production, so you end up with the
AI equivalent of learning to swim in the ocean by practicing in a
goldfish bowl.

The antidote to these issues is to implement proven design patterns
for both tightly and loosely coupled data management techniques in
order to form an Agile data foundation. This will be crucial for suc‐
cess in model training and discovery because deep learning projects
must embrace experimentation and rapid iteration to determine the
highest-performing network architectures and what techniques can
be applied.

Talent
So much of deep learning’s success depends on the people behind it
and their capabilities for guiding the program through each step.
Many problems with deep learning are unique to the domain, such
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as model selection and the requisite data preprocessing, and require
an experienced eye.

Unfortunately, there is a severe shortage of people who have
production-level experience with deep learning in the industry,
making it another one of the biggest challenges for enterprises that
want to develop deep learning capabilities.

Though more and more people are acquiring deep learning knowl‐
edge through avenues like massive open online courses (MOOCs), it
is rare to find people who can do it in practice, and the difference is
important. The classroom is certainly a step in the right direction,
but it does not replace real-life experience.

Companies have several choices when looking to acquire the talent
that they need for their AI programs. Hiring or developing it is an
option, though you should expect competition from digital giants
and startups, as these have proven themselves to be magnets for
both new grads and experienced practitioners in the field.

Acquiring other companies and their IP and talent is another route,
or companies could also bring in a partner to gain external experi‐
ence. To get the most value here, you should work with a partner
that both has access to state-of-the-art information and will engage
in knowledge transfer.

Conclusion
The challenges of working with deep learning are both technical and
organizational. They begin at aligninng key stakeholders on where
deep learning can be applied to address business priorities. Then, to
execute a deep learning initiative, you will need to assess and
address current capabilities with respect to data management princi‐
ples, the analytic platform, and talent, and make plans to socialize
and operationalize the solution across different business functions.

Over the next two chapters, we examine several custom AI solutions
built to harness the power of organization-specific data. We also do
a deep dive into how Danske Bank used machine and deep learning
for fraud detection and its approach to some of the technical chal‐
lenges discussed.
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CHAPTER 5

Artificial Intelligence Case Studies

In this chapter, we look at some case studies based on real-world cli‐
ent engagements involving custom artificial intelligence (AI) solu‐
tions in high-value business contexts. The documentation for these
studies was provided by data scientists and industry analysts from
Think Big Analytics. In many of the studies, the client requested to
remain anonymous.

Fighting Fraud by Using Deep Learning
We go into much more detail about this first case
study, Danske Bank, in Chapter 6. If you prefer only a
high-level overview, we present this summary here.

Danske Bank is the largest bank in the Nordics, with more than
$200 billion of assets in management. As with all financial institu‐
tions, one of its biggest priorities is fighting fraud, an increasingly
difficult task in today’s connected, complex, and anonymous finan‐
cial transaction market.

The bank had been using a rules-based engine for fraud detection,
but it was faltering against modern challenges, catching only 40% of
fraudulent transactions. Furthermore, this engine suffered from an
extremely high rate of false positives—99.5%. This meant an unnec‐
essarily heavy workload for investigators as well as headaches for
customers, and the problem was growing worse because of new pay‐
ment methods and sophisticated fraud techniques. For Danske
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Bank, lowering the rate of fraud represented a huge financial oppor‐
tunity for preventing monetary loss, reducing investigator workload,
and improving customer satisfaction.

The bank decided to update its fraud detection engine by powering
it with machine intelligence, a decision that led to impressive results.
Danske Bank saw a 50% increase in its fraud detection rate and a
60% decrease in the false-positive rate, a huge improvement over its
rules-based engine. Furthermore, the bank did not use any addi‐
tional data types to achieve these results. Instead, machine and deep
learning algorithms were able to detect fraudulent patterns in the
same datasets used in the previous solution.

This project was carried out in three interconnected tracks. As a
foundation, the team worked to enhance the analytics infrastructure
so that it could support automatic decision-making with machine
and deep learning while maintaining latency requirements.

When that was ready, the machine learning track began. During this
phase, data had to be gathered, cleaned, and routed to train the
models. After the models were proven in a testing environment,
they were productionized. This immediately created some lift over
the manual rules-based engine. However, the rate of false positives
was still quite high (98%), and some instances of fraud were yet
undetected.

The team decided to start a deep learning track to capture these
remaining cases and improve the engine’s accuracy. Using the same
structured data that had been feeding the rules engine, the team dis‐
covered a way to turn it into something that looked like an image.
The team was then able to use a convolutional neural network—a
type of algorithm typically associated with object recognition—to
detect visual patterns in the data that predicted certain transactions
to be fraudulent. Using this method, and without using any addi‐
tional data sources, the team saw substantial improvement over the
machine learning output.

Danske Bank was able to win with machine intelligence for a num‐
ber of reasons—it had the right kind of executive support that made
key investments in infrastructure and in developing new processes
to accommodate the AI; the company built a solid data foundation
that could service a high-performance engineering environment;
and the team employed rigorous testing and management for the
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machine and deep learning models, which ensured accuracy and
built trust and credibility.

Mining Image Data to Increase Productivity
In addition to gaining insight into traditional datasets, deep learning
can help enterprises dig into data that was previously inaccessible. In
this next example, one major logistics company in the United States
was able to mine images to increase productivity.

Of the millions of packages that this logistics company ships every
day, a small number wind up as orphans—both its shipper and its
destination are unknown. For years the problem had been solved
manually. After the missing package was reported, someone would
go to a warehouse where the orphaned packages were stored and try
to match up the claim with one of them.

The process was incredibly expensive, costing the company tens of
millions of dollars every year. If the company improved the situa‐
tion, it could increase customer satisfaction (helping people get their
packages sooner) and reduce its liability for reimbursing lost prop‐
erty.

The company decided to approach the problem with machine intel‐
ligence, using computer vision and image recognition to design and
deploy an AI-assisted solution of image-to-image search with a
backend of TensorFlow and Keras. People who had sent packages
that had then become lost would submit a picture of the contents of
the lost package (if it were available). On the other end, the ware‐
house would upload pictures of the contents of orphaned packages.
Using the search, the company was able to match the pictures that
people had sent in with their claims for an orphan package with the
actual inventory of the orphan warehouse.

The company was able to achieve a 90% match rate between the
images, reducing the warehouse search window from weeks to
minutes. This represented a huge reduction in resources as well as
the opportunity to improve customer satisfaction due to quick reso‐
lution of lost-and-found cases.
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Deep Learning for Image Recognition
In another example of using deep learning for image recognition in
the enterprise, a state-run postal service was able to improve effi‐
ciency on the shop floor by building a custom AI solution that could
accurately identify plastic bags.

At this postal service, 115 million parcels are shipped every year. Of
those, 7.5 million are plastic bags that need a special sorting process
to complete shipping. On the shop floor, these bags must be put into
designated bins where they can be sorted for delivery. In the system
the postal service had been using, only a small percentage of the
plastic bags were detected, with most of them remaining on the con‐
veyor belt, where they needed to be manually picked up and deliv‐
ered to the correct bin. Employees were responsible for both
identifying the size and quality of package (whether they were plas‐
tic) and loading and unloading the parcels into the correct contain‐
ers, a time-consuming task that decreased the system’s efficiency
significantly.

The postal service needed a way to automate the process, which
would reduce labor costs and complete the shipping more effec‐
tively. To solve this problem, it trained deep learning algorithms on
millions of images from several cameras on the shop floor. After the
algorithms could detect plastic bags (not an easy task, as even slight
changes in image quality can affect accuracy), the organization was
able to build a system to identify the packages in real time and
instruct the conveyor belt where to direct the plastic ones.

The solution involved blending traditional data sources with new
image data in order to complete the process of package identifica‐
tion and direction. Ultimately, the postal service was able to achieve
80% accuracy on the testing dataset for the identification of plastic
bags using an automated pipeline, employing Keras with a Theano
backend (because of the more user-friendly interface and limited
time for the project).

Natural-Language Processing for Customer
Service
Customer communication represented a big challenge for a global
communications provider. Not only was the amount of communica‐
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tion significant, but it was also costly to try to maintain high levels
of availability for support. The company wanted to find an automa‐
ted way to answer some of its customers’ most common questions
with 24/7 availability, reducing the support workload and increasing
customer happiness.

Because of the large repositories of customer interactions, the
project was a perfect fit for deep learning, which excels at decoding
noise and complex data like natural language.

Using Flask, Python, Jupyter, and Microsoft Azure, the company
employed machine and deep learning to create several algorithms
that replicated 322 types of queries in English, Roman Urdu, and
their mixture. This was a significant technical challenge because
there are many approaches to choose from regarding natural-
language processing techniques, how to analyze and pair up ques‐
tions and answers, and how to determine when to use unsupervised
versus supervised learning. Dealing with questions in two languages
also proved to be a significant challenge.

Ultimately, however, the team was able to deliver a user interface
in .NET for interacting with the virtual agent to answer these quer‐
ies. The virtual agent could also be extended to other response types.
This had the dual result of reducing the cost of customer-driven
communication and increasing customer intimacy and satisfaction.

Deep Learning for Document Automation
As part of the process for opening an account at a European bank,
bank employees were responsible for manually validating the appli‐
cation by examining an applicant’s submitted documents. These
could include pay stubs, copies of photo IDs, proof of address, and
so on.

The bank employed about 80 people in this process and was interes‐
ted in using deep learning to make predictions about the validity of
the documents for a number of reasons. It wanted to increase the
accuracy of the decisions that were made as well as reduce the cost
of the process and speed it up.

The bank was able to use deep learning models to read and predict
document validity with up to 90% average accuracy, which repre‐
sented a significant improvement over the human team in terms of
speed, scale, and accuracy. The models themselves were built on a

Deep Learning for Document Automation | 35



sizeable kit of Amazon Web Services (AWS), cognitive APIs, Tensor‐
Flow, Keras, Python libraries, libraries for processing PDFs and
images, and GPUs.

There were some challenges in creating this solution, given that
working with image detection is never easy. Additionally, many of
the forms were completely different from one another (especially
the pay stubs), and much of the data needed to be manually annota‐
ted before the algorithms could be trained on it.

Conclusion
By creating a custom AI solution, these companies were able to uti‐
lize their data and expertise to refine their specific business pro‐
cesses. In these same situations, SaaS solutions or cloud APIs might
have partially solved the problem, but they would have fallen short
of delivering transformative value.

As you have seen, however, deep learning solutions can involve
complex engineering problems. In Chapter 6, we take a closer look
at the Danske Bank AI case study and how the bank was able to use
AI to fight fraud and see a significant improvement in results over
its human-based rules engine.
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CHAPTER 6

Danske Bank Case Study Details

In this chapter, we take a closer look at how Danske Bank is achiev‐
ing high-impact business outcomes by fighting fraud with machine
intelligence.

As discussed in Chapter 5, Danske Bank was struggling to mitigate
fraud by using legacy detection systems. With a low 40% fraud
detection rate and a 99.5% rate of false positives, it was clear the
bank needed to modernize its defenses. To do this, it made a strate‐
gic decision to apply new analytic techniques, including AI, to better
identify instances of fraud while reducing false positives in real time.

In partnership with Think Big Analytics, a Teradata company, the
bank was able to develop analytic solutions that take advantage of its
unique data and provide a significant improvement over its previous
rules-based engine, reducing false-positive detections of fraud by
60% with machine learning (with expectations to reach as high as
80% using deep learning), and increasing the true-positive detection
rate by 50%, as illustrated in Figure 6-1.
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Figure 6-1. Danske Bank business outcomes enabled by AI

The Project, the Tools, and the Team
The project evolved through several phases. First, the team laid the
foundation for the analytics platform and got the data plumbing in
place that would serve the machine and deep learning models. Then,
the team trained, tested, and deployed machine learning models
before moving on to the deep learning track. As of this writing, the
deep learning models are showing great promise at Danske Bank,
and the team is working on putting them into production.

The data science lab brought together a variety of tools for training,
validating, and promoting the machine and deep learning models
after they were proven:

• The lab used both CPUs and NVIDIA GPUs to process the data.
• They employed a variety of software frameworks, including the

following:
— Anaconda Python distribution for some of the simpler mod‐

els
— Spark and Hive for data preparation and wrangling
— TensorFlow and Keras for building deep learning models
— Tracking and deployment software like Git
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Getting the Right Data in Place
When the team kicked off the project, it began by building out the
data layer, making sure it had access to the right kind and quality of
data that it needed. The team also ensured that it had the right fea‐
tures in place to train the machine learning models.

Right away, the team faced a significant challenge. The bank had
only a very limited set of accurate data to work with when the team
came on site, and the team quickly established that it needed to
improve on that data quality and size before it could develop accu‐
rate models.

To get more data, the team first needed to identify and extract his‐
torical fraud cases to use as positive examples. Because these were
logged in unstructured Excel sheets, the team needed to extract the
fraud cases from them in a semi-manual process using regular
expression matching and manual processing. Though the work was
tedious, one benefit was that the team was able to get a better under‐
standing of what typical fraud schemes looked like as it examined
thousands of cases during the extraction process.

Then, the team had to reconstruct all historical transactions within
the previous three years between senders and receivers into single
transactions from their respective subtransactions (because a single
transaction between two parties goes through a variety of intermedi‐
ate accounts, depending on type and origin). This reconstruction
was no small feat, considering that billions of rows of data existed
outside the normal business logic of the bank’s real-time transac‐
tions systems from which the team had to identify relevant transac‐
tions and apply the right rules.

As the third step, the team then needed to match the fraud cases to
the billions of transactions to ensure that it could train on an accu‐
rate dataset that had correct information about which transactions
were fraudulent and which were not.

Finally, the team had enough accurate data to work with and could
train the models.
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Ensemble Modeling and Champion/
Challenger
There are a variety of ways to ensure that you’re getting the best out‐
put from your advanced analytics models. One of those is by using
ensemble modeling, which is the process of running two or more
related but distinct analytical models and then synthesizing the
results into a single score. Combining multiple models in this way
helps reduce noise, bias, and variance in your output to deliver
superior prediction power—the advanced analytics version of “all of
us are smarter than one of us.” Several well-known techniques (i.e.,
the use of bagging and boosting algorithms) can further embellish
this method to enhance accuracy.

Another time-tested methodology for improving analytics outcomes
is using champion/challenger, in which advanced analytics systems
compare models in real time to determine which one or ones are
most effective. At Danske Bank, for example, challenger models pro‐
cess data in real time to see which traits are more likely to indicate
fraud. When a model dips below a certain predefined threshold, it is
fed more data or augmented with additional features. And when a
challenger outperforms another challenger, it is transformed into a
champion, leading other models closer to better fraud prediction.
Continual retraining helps retain the accuracy of the highest-
performing models.

Together, these methods enable increased prediction power and
provide other benefits, such as making sure the system always
returns an answer, even if one model takes too long to score.

Working with the Past, Building the Future
After the team was able to successfully train the machine learning
models—an ensemble of boosted decision tree and logistic regres‐
sion models—it found another hurdle as it moved to put them into
production. As a 146-year-old institution, Danske Bank had decades
of transactions running through a mainframe server. It was going to
be a challenge to get the models into production and maintain
latency requirements using the bank’s current infrastructure.

The bank needed an architecture that would allow the models to run
across the millions of daily transactions. To make that possible, the
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team enhanced the bank’s infrastructure capabilities with an analyt‐
ics platform that would be able to elevate the models to production
and could be used in future applications for various domains. This
was an add-on to what was already running, and the rest of the
bank’s architecture was left in place.

Moving the ML Models into Live Production
With the advanced analytics platform built and only three months
into the engagement, the team was able to go into shadow produc‐
tion of the machine learning models. A shadow production phase
was necessary to help stakeholders become familiar with the model
and determine whether it needed retraining before it went live.

After three months in shadow production, the machine learning
framework was hardened, and it was expanded to run over multiple
datacenters with continual monitoring. Nine months after the start
of the project, the machine learning model was ready to be put into
live production, where it saw impressive results.

The models were a significant improvement over the former rules-
based system, with the rate of false positives reduced by 50%. This
removed half the workload of investigators. However, many instan‐
ces of fraud were still going undetected.

To work well, the machine learning models had to view transactions
atomically. They could not ingest information about sequences of
events, let alone correlation across channels, features, dependencies,
and time series—clues that would certainly help pinpoint more
instances of fraud. These, however, are areas where deep learning
excels.

In the next phase of the project, Danske Bank integrated deep learn‐
ing software with GPU appliances to try to capture the remaining
cases of fraud and achieve an even lower rate of false positives.

From Machine Learning to Deep Learning
As it moved onto deep learning, the team was able to use the analyt‐
ics platform it had built during the machine learning phase to test
and validate different kinds of neural network architectures.
Figure 6-2 is a receiver operating characteristic (ROC) that shows
the baseline legacy rules engine, the lift associated with classic
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machine learning, and the even higher lift stemming from an
ensemble of deep learning models.

Figure 6-2. ROC showing dramatic lift resulting from Deep Learning
models when compared to Classic Machine Learning and legacy Rules
Engine

Over the course of four two-week sprints, the team tested a variety
of deep learning models, including convolutional networks, Long
Short-Term Memory (LSTM), and generative models. One was
found to be especially effective—the ResNet model architecture is a
version of a convolutional neural network and an algorithm that is
typically used for object detection and computer vision.

This might be surprising, considering the team was not working
with pictures or video. Rather, it was using traditional table sets and
structured data. So how (and why) did the team make this work?

Visualizing Fraud
The deep learning architectures that specialize in visual detection
and object recognition are some of the most advanced, even sur‐
passing human performance at identifying and labeling objects, and
doing it much more quickly and reliably. Another benefit of convo‐
lutional neural networks is that they use relatively little preprocess‐
ing compared to other image-classification algorithms, so people
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need to do less work in order for the algorithm to determine what’s
relevant.

The team was interested in using these architectures because of their
maturity. To do so, it discovered a way to turn a table set of data into
an image by taking raw features as input and clustering correlated
features along the x-axis, with the y-axis representing time, provid‐
ing a two-dimensional view of the transaction. The team then fed
this view into the model, which was then able to detect new relation‐
ships and complex patterns in the data. Figure 6-3 demonstrates
how features such as frequency of transactions, merchant location,
relative size of transaction, and others are transformed from a tabu‐
lar layout into a matrix.

Figure 6-3. Converting tabular data to a matrix in order to conform to
deep neural network input requirements
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This matrix is similar to a digital image, meaning it better conforms
to the input required by neural networks. Figure 6-4 shows the
model output, with fraudulent transactions appearing more red in
hue when compared to bona fide transactions.

Figure 6-4. Visualizing the convolutional neural network output for
fraud detection

The net result was a 20% reduction in false-positive rate—a signifi‐
cant improvement over traditional machine learning models.

Visualizing and Interpreting Deep Learning
Models
Deep learning can provide a significant advantage over machine
learning in some domains. However, it does come with its own chal‐
lenges. In particular, it can be difficult to understand how deep
learning algorithms make decisions.

In using deep learning for financial transactions, however, model
interpretability is crucial for a number of reasons:

• Investigators have less work to do if they understand why a
model made a particular decision, because they know what to
look for as they are examining possibly fraudulent transactions.
They can also gain insight into why the fraud is happening,
which is information that can be very useful. Finally, interpreta‐
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bility increases trust in the model’s results, helping with its
adoption and integration into current processes.

• For Danske Bank, interpretability is also necessary for compli‐
ance with the EU’s General Data Protection Regulation (GDPR).
If it is found that the bank is not in compliance with these regu‐
lations, which requires that any financial institution be able to
provide information about how it used a customer’s data, it
could face very heavy financial penalties.

• It is also important for building customer happiness and trust,
so the customer can have a satisfactory answer as to why their
transaction was denied.

To approach the problem of interpreting its deep learning models,
the team deployed open source work out of the University of Wash‐
ington called Local Interpretable Model-Agnostic Explanations
(LIME).

LIME (introduced in Chapter 4) is a system that allows you to exam‐
ine the key characteristics of a model at the point of decision so that
you can see which specific data points triggered the model. If you
have multiple models running, LIME is also helpful in comparing
them and finding out which features were triggered in order to
judge performance.

Though LIME is certainly a step forward, this problem is far from
solved. Visualizing and interpreting deep learning models is impor‐
tant and ongoing work. For fraud detection, it is crucial to be able to
see that fraud events match human expectations based on experi‐
ence and history, and that the model is treating fraudulent transac‐
tions using different mechanisms than nonfraudulent ones.

A Platform for the Future
Through their partnership with Think Big Analytics, Danske Bank
was able to build a fraud detection system that made autonomous
decisions in real time that were aligned with the bank’s procedures,
security, and high-availability requirements. The solution also pro‐
vided new levels of detail, such as time series and sequences of
events, to better assist the bank with its fraud investigations. With it,
the bank’s engineers, data scientists, lines of business, and investiga‐
tive officers were able to collaborate to uncover fraud.
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Though this chapter emphasizes the technology behind the solution,
the organizational and change management considerations of this
project were equally essential for the solution’s success. The project
leaders fully understood and embraced change-management best
practices, beginning with small wins to prove the value and viability
of the AI solution, socializing it across stakeholders, and moving
from there to full implementation and operationalization.

For Danske Bank, building and deploying an analytic solution that
met its specific needs and used its data sources delivered more value
than an off-the-shelf model could have provided for a number of
reasons, not the least of which is that no off-the-shelf product would
be able to provide fraud detection techniques at the level of its cus‐
tom solution.

With its enhanced capabilities, the solution is now ready to be used
across other business areas of the bank to deliver additional value,
and the bank is well-poised to continue using its data in innovative
ways to deliver value to its customers.
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CHAPTER 7

Predictions Through 2020

As we’ve seen, artificial intelligence (AI) is already producing high-
impact business outcomes, and it will most certainly continue to
advance rapidly. In this chapter, we take a look at some trends in the
field and provide informed predictions to help enterprises prepare
for the next two years and beyond. Figure 7-1 shows the five pillars
of enterprise considerations for AI initiatives.

Figure 7-1. Five pillars of enterprise considerations for AI initiatives
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Strategy
The future of AI will increasingly be a winner-takes-all proposition,
with the first companies that are able to harness AI abilities in an
effective way dominating their industry or subindustry segment and
then expanding. In this landscape, the companies with the best
models and the best data will take the lead and do so quickly. This
can be seen currently with Amazon, which has harnessed AI’s pre‐
dictive powers in retail and logistics and is now pivoting into health‐
care and finance. Even though retailers like Walmart and Target will
compete in an AI-first future, they are being challenged like never
before.

A successful AI strategy will ensure that AI initiatives are tied to
business outcomes and channel investment and energy accordingly.
In telecom, for example, this might mean identifying AI projects
that directly affect business outcomes, like increasing network pro‐
ductivity by intelligently detecting anomalies, or improving annual
revenue per user through product personalization.

Other AI use cases, although not as obviously attached to business
outcomes, might be just as important. For example, deploying an AI
solution to automate cumbersome data integration processes and
costs could improve a company’s potential for later AI and analytics
projects that directly facilitate business goals. The strategic challenge
will be identifying the correct initiatives and the right timeline for
their implementation.

The strategy must be multidisciplinary, addressing technical, cul‐
tural, and corporate interests. This includes elements like investing
in the technology to unlock data value and drive information yield
as well as creating a culture of experimentation and facilitating the
democratization of analytics, enabling their self-service consump‐
tion across the enterprise. The strategy must also account for mak‐
ing sure that the AI solution is compliant, secure, and ethical, with
appropriate developments made in terms of risk management and
business continuity.

Many enterprises will invest in AI, but not all of these investments
will be aligned with the desired business outcomes dictated by cor‐
porate strategy. In contrast, those that win at AI will ensure each ini‐
tiative is making an impact in a discrete and measurable way and
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that company culture and processes are conducive to continual
innovation.

Technology
Though some are attempting to develop proprietary AI technology,
open source frameworks will continue to dominate the field, bene‐
fitting from the intellectual contributions of experts from around
the world. Of these deep learning frameworks, the ones backed by
digital giants (e.g., TensorFlow and Google) represent the best
options for enterprises. These frameworks have the benefits of scale
as well as sponsors with vested interests in improving and support‐
ing them.

Gaps in support, however, will remain for open source software as
these cloud vendors fight to grow their businesses by embracing a
vendor lock-in model. This might change at some point, but for
now, enterprises that want more flexibility in their environments
will need to seek other options.

Unlike Hadoop, which quickly became the industry standard for big
data and generated several vendor distributions, framework frag‐
mentation for AI will remain a way of life. Although out-of-the-box
AI solutions are on the horizon, they are not here yet. Interoperabil‐
ity between open source tools is a serious issue that the industry
must address as well as developing productization features like
orchestration, security, and user-friendly interfaces.

Though tools will continue to be developed that abstract complexity
and make deep learning more accessible, these will not have the
effect of turning business laypersons into data scientists. Rather,
these tools will enable current practitioners to further their produc‐
tivity and move toward value much more quickly. For example, bet‐
ter tools might make optimizing CPUs and GPUs go from taking up
25% of the work of the project to something more like 5%, or even
0%.

Look for advances in hardware that will make training and inference
of deep learning models easier, more integrated into the enterprise
hybrid cloud platform, and available at a lower total cost of owner‐
ship.

Training deep learning models in the cloud is currently the most
popular way to take advantage of GPUs; that is the path of least
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resistance because of ready-to-run servers that have a pricing model
conducive to ephemeral experimentation. However, the majority of
large enterprises are not committed to moving 100% of their data to
the public cloud (let alone a single cloud vendor). As such, the mar‐
ket will respond to enterprise demands to provide ready-to-run,
enterprise-grade, deep learning hardware that can be deployed on
premises in a way that removes usage friction between deployment
options.

Like past breakthroughs in database hardware (and most recently
with in-memory processing), GPU databases will ultimately be
absorbed into enterprise-class hardware platforms that offer the
benefits of both GPUs and CPUs, which will ultimately work
together smoothly and synchronously.

General-purpose hardware and chips from NVIDIA and competi‐
tors will dominate the field as their price-to-performance ratio con‐
tinues to fall in the race to create the fastest chip. In the future,
however, we’ll see application-specific integrated circuits (ASICs)
and field-programmable gate arrays (FPGAs) used for AI engines in
the post–Moore’s law era. These types of hardware will be critical for
embedding AI in systems that need to run in real time. The systems
will include custom chips for AI workloads, edge-cloud systems for
efficient data processing at the edge, and techniques for abstracting
and sampling data.

Operations
Though significant, the tech challenges surrounding AI will almost
certainly be solved within a few years by leading analytics-forward
companies. Past that point, the biggest hurdles to operationalizing
AI revolve around issues of risk management, ethics, compliance,
security, and trust, as companies update business processes and ethi‐
cal codes to match the sophistication of their analytics.

Trust in model output and transparency in decision-making will
become increasingly important as AI solutions touch more areas of
the business—affecting the customer base, core products, corporate
strategy, and ultimately, human lives. Furthermore, it’s true that AI
is pivotal when it comes to gaining competitive advantage, but if not
done correctly (and especially in high-risk industries), it could also
be disastrous. Given that public opinion is extremely sensitive to the
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failures of AI, industry front-runners should prepare for special
scrutiny with regard to their AI programs.

Facing these challenges, it will be important to move toward a quan‐
titative, numbers-based risk-management system to automate or
assist AI-powered decision-making in an operational environment.
Instead of a hand-assembled team of experts that manually reviews
documents and conducts interviews to evaluate riskiness, over the
next few years we will see chief risk officers looking to sophisticated
analytics to determine risk exposure with regard to AI.

Enterprise crisis management and disaster preparedness must also
begin to encompass managing AI events and supporting highly
available AI. For example, if an AI solution critical to the business
needed to be recalled for some reason, could it be rolled back?
Could humans take over temporarily until the models were
restored?

In terms of security, it will be important to develop ways to defend
against possible malicious assaults on analytics models made with
the intent of corrupting output or otherwise affecting a program.
One naive example of this could be what happened with Tay, the
Twitter chatbot that Microsoft deployed, that was quickly taught to
be a racist xenophobe. These kinds of problems (i.e., intentional
data manipulation) become more serious when they touch core
business processes or even national security.

Data privacy and consent are well-known ethical issues surrounding
the development and use of AI technologies, but it is certain that
unforeseen ethical questions will arise from the use of these technol‐
ogies as well, and companies must have a strategy in place for when
they do. Model transparency will be a key element here in order to
make sure the AI solution is operating in line with regulatory,
moral, and practical concerns. Successful organizations will design
models with explainability and trust in mind, with the right level of
transparency and interaction with humans.

The importance of trust with AI output cannot be overstated. The
public still struggles to trust AI consumer products like virtual assis‐
tants, and it will be a challenge of quite a different magnitude to
have a business rely on AI. A well-thought-out risk-management
plan in place alongside transparent models and a robust security
strategy will be key elements to building the trust that will enable the
successful operationalization of an AI solution.
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Data
The community must also continue researching ways for algorithms
to learn more quickly, whether through learning in an unsupervised
manner or with less supervision or scaling the process of labeling
data (which can be very time-consuming and costly). With contin‐
ued research, unsupervised and transfer learning might go main‐
stream in two years, allowing people to get value from deep learning
sooner.

Although currently machine intelligence models learn on training
data before operating in the “real world,” it will be important to
design AI systems that learn continually by interacting with a
dynamic environment while making decisions that are timely,
robust, and secure. Doing so will help them adapt to changing envi‐
ronments and patterns of data, which is crucial to retaining accu‐
racy. This requires them to be able to respond to situations that they
have never encountered before.

Shared best practices around AI will help success breed more suc‐
cess. Proven design patterns, code, IP, and proven deep neural net‐
work taxonomies will accelerate time to value and de-risk domain-
specific use cases.

There will be a push toward AI becoming a group effort, with com‐
panies increasingly using third-party data to augment their AI-
powered services. The proliferation of such applications will lead to
a transition from data silos to data ecosystems, in which applications
learn and make decisions using data owned by different organiza‐
tions.

To reach this stage of collaboration, it will be necessary to design AI
systems that can train on datasets owned by different organizations
without compromising their confidentiality. This way, organizations
can learn from one another and, in the process, provide AI capabili‐
ties that span the boundaries of a potentially competing organiza‐
tion (e.g., banks sharing data to combat fraud).

We will also see increasing automation of processes that are used to
build AI itself; that is, AI building AI. Many time-consuming and
manual tasks surrounding data integration and cleaning will soon
become the domain of advanced programs that perform the tasks
much more quickly and accurately than humans across a wide vari‐
ety of data sources (e.g., ETL.ai).
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Talent
The talent landscape has huge implications for the AI industry and
is affected by a number of trends, most notably its uneven distribu‐
tion. Currently, leaders like Google and Amazon are absorbing a
huge amount of the available talent, which goes on to serve their
business models (i.e., advertising and retail). The result is that some
industries (e.g., oil and gas, and manufacturing) are left behind
despite their desperate need for innovation due to changing econo‐
mies and job markets.

Even though there will be more and more practitioners as a result of
expanding graduate and undergraduate programs, expect for talent
to remain unevenly distributed, with the lion’s share going to indus‐
tries where significant innovations are already occurring. As part of
the same trend of talent scarcity, AI startups will continue to be gob‐
bled up in acqui-hires.

Edged out by digital giants and startups, Fortune 500 companies will
continue to starve for AI expertise. To acquire it, and left with less-
attractive options, they will attempt using cloud APIs or point solu‐
tions and end up falling short of the transformative power of the
technology. Far from an indictment of the potential of AI, these
results will be a direct realization of the talent situation.

To remain competitive—and in addition to training and preparing
the current workforce for AI—enterprises must develop a robust tal‐
ent strategy, either through hiring graduates, acquiring IP through
mergers and acquisitions, or interacting with academia or a partner
that believes in knowledge transfer.

Gaining momentum and demonstrating wins in the AI space right
now will lay the foundation for attracting talent in two or three
years, when it will be even more crucial.

What’s Next
Deep learning will soon become a pervasive technology, transform‐
ing organizations, enabling new types of businesses, and creating
new industry leaders. Looking toward the future, it is the companies
that are investing in AI capabilities right now that will position
themselves to attract and retain valuable talent, capitalize on the
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industry’s ever-improving tools, and maintain an edge over their
competitors.
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CHAPTER 8

Conclusion

Companies are seeing value from artificial intelligence (AI) initia‐
tives right now, and this is just the beginning of the transformational
change we are soon to experience across many industries. In this
book, we examined some real-life examples in which companies
were able to address the challenges associated with AI initiatives in
order to realize their value. To get started with AI at your own orga‐
nization, we recommend the strategies outlined in this chapter.

Identify High-Impact Business Outcomes
You should begin introducing AI into your organization by first
identifying the high-impact business outcomes that AI can address.
Follow these guidelines:

• Identify the areas where AI can make an impact in your organi‐
zation.

• Avoid deploying technology for technology’s sake. Instead,
develop an understanding of what can—and should—be
accomplished with AI in your organization based on the kinds
of problems that state-of-the-art AI research is currently solving
in other spaces.

• Educate stakeholders to ensure realistic expectations for the
technology and alignment on what is possible.

• Clearly express your organization’s policies on AI and address
head-on your staff ’s fears and concerns regarding displacement
or disruption due to automation.

55



• Demonstrate the viability of the technology to solve problems
in the areas you’ve identified, proving its value to stakeholders
across different functions.

Assess Current Capabilities
The next step is to make an honest assessment of your organization’s
current capabilities. The following are steps you can take:

• Start by assessing your current capabilities and examining the
platform, data governance, and data science abilities within
your organization as well as your organization’s culture—will it
facilitate an environment that rewards AI successes and learns
from its failures?

• Benchmark with peers and against your competitors.
• Prioritize addressing capability gaps across the pillars of data,

talent, analytics, and technology.
• Consider engaging an independent third party in this assess‐

ment to ensure its thoroughness and veracity.

Build Out Capabilities
Finally, you should build out capabilities with the end in mind, as
follows:

• Right from the start, think about how analytics should be made
operational. Build and scale your solution following Analyti‐
cOps best practices with continual retraining, monitoring, and
governance, refining the system until it is hardened and fully
operational.

• A successful AI program requires robust design thinking and
bold experimentation. For this, you will need to move quickly,
building agility into your processes so you can easily pivot based
on new information gained from your successes and failures.

• Resist departmental rogue efforts that deviate from the strategy
and add complexity and costs. Siloed efforts are usually a symp‐
tom of inadequate communication or program funding. More‐
over, they effectively kill the AI inspiration because
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transformation can occur only when data, analytics, and pro‐
cesses are aligned across departments toward one outcome.

The challenges of developing and deploying a custom AI solution
are not insignificant, especially given that the field is still maturing.
It will require strategic focus, a willingness to discover new ways to
approach your business, and a commitment to innovation.

That said, there is too much to be gained by implementing an AI
solution and becoming an analytics-forward organization to wait to
start. This is an era of exponential change—your organization’s evo‐
lution is ready to begin now.
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